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Abstract

This paper describes the development of an MR environment that
can be used in teaching STEM (Science, Technology, Engineering,
and Mathematics) topics. Specifically we seek to create a space
for facilitating whole-body metaphors where learners use the phys-
ical movement and positioning of their entire bodies to enact their
understanding of complex concepts.

A rigorous technical approach comprised of virtual elements, real
users, spatial audio, and an integrated sensor network is presented
that fulfills the requirements of an embodied learning environment.
An algorithm that uses homography-based multi-projector blending
is used to create a large, seamless projection on the floor that affords
a human-scale interaction environment. To further improve the im-
mersive quality, projectors are strategically overlapped to minimize
user shadows on the projected surface. A hybrid sensor solution
using a Kinect and a laser scanner is developed that tracks users’
physical movements and extracts relevant game parameters such
as position and velocity. Requiring no pre-training or props, this
tracking setup is adaptable and shows high performance over a wide
range of users, from children to adults. An exhibit employing this
MR system was field-tested at the Museum of Science and Industry
in Tampa, FL.

CR Categories: 1.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Virtual reality 1.4.8 [Image Processing and
Computer Vision]: Scene Analysis—Sensor fusion

Keywords: mixed reality, embodied learning, whole-body inter-
action, whole-body metaphors, educational game, sensor fusion

1 Introduction

STEM education has become a top priority in the United States
[National Science Board 2010]. Researchers and educational prac-
titioners continue to seek innovative ways to deliver important and
challenging science and technology content while maintaining high
levels of student engagement and an interest in pursuing STEM ca-
reers. It has been widely recognized that video game and simulation
technologies have a strong potential to improve education in the sci-
ences [Honey and Hilton 2011], but the specific interface paradigms
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that effectively augment student understanding - and the precise
technology specifications for implementing these paradigms - are
still being developed.

Mixed Reality (MR) systems designed for educational purposes
have, in particular, received attention for their promise in recent
years. Researchers have described the learning affordances of these
systems and several applications in both formal and informal STEM
education have been developed [Birchfield and Johnson-Glenberg
2010], [Chang et al. 2010], [Hughes et al. 2005], [Kirkley and
Kirkley 2002], [Pan et al. 2006]. Many of these papers cite the
heightened engagement that students experience when interacting
physically with a novel and immersive digital environment. We
focus here on a paradigm of MR interactions that we refer to as
body-based metaphors.

Body-based metaphors are a type of embodied learning where an
individual or a group of individuals use their bodies to enact con-
cepts they are attempting to understand. Previous research in phi-
losophy and education has described how body movement can
serve as a starting point for new learning [Gallagher 2005], [Gold-
in-Meadow et al. 2009] and studies have shown that metaphor can
be an effective instrument for conveying difficult science concepts
[Cameron 2002], [Christidou et al. 1997]. With MR, conceptual
metaphors and body movement can be effectively combined by
permitting a learner to take on the role of a system component.
The MR environment provides real-time feedback and visualiza-
tions that support the metaphor and help the learner to generate
correct intuitions. The study of [Lindgren and Moshell 2011] in-
dicated a strong educational potential for MR experiences imple-
mented based on the design requirements for metaphor-based learn-

ing.

To successfully realize MR embodied learning experiences there
are a number of requirements that have to be met. The first three of
those are taken from the design principles for an embodied learning
environment described in [Johnson-Glenberg et al. 2011]: an in-
tuitive interface that allows for direct manipulation, user immer-
sion, and human scale. We have adapted these three principles and
added two additional requirements that we believe are necessary in
particular to support our paradigm of body-based metaphors. The
experience should facilitate the establishing of identity and pro-
vide rich channels of feedback. Based on these requirements we
now describe an MR system that was designed to address them.

Although the benefits of embodied learning and body-based
metaphors are well grounded in the research literature, less atten-
tion has been given to developing the technical design principles
that would effectively enable these kinds of interactions. These
principles should not be based on the constraints of any given tech-
nology, but we will give specific recommendations on how they
could be implemented given the current state-of-the-art.

2 Prior Work

Several mixed reality systems are presented in the literature that
were designed for large-scale embodied learning experiences. The
SMALLab interaction space [Birchfield et al. 2006] is based on
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Figure 1: General system architecture showing interaction in the immersive space during a user study at the Museum of Science and Industry,

in Tampa.

a 4.5m x 4.5m interaction area. Visual information is provided
through one overhead projector, so that user shadows will obstruct
some of the imagery. Users’ positions are found through optical
cameras using color-based segmentation and tracking. Using opti-
cal cameras as tracking devices poses questions of robustness under
a variety of lighting conditions and user appearances. In later itera-
tions of the system [Johnson-Glenberg et al. 2011], the users carried
a trackable object to resolve their positions.

Age Invaders [Khoo et al. 2008] was designed as a game-based
mixed reality interaction space. The tracking system is dependent
on RFID tags in the users’ shoes, thus limiting interaction to par-
ticipants wearing the props. The floor is illuminated by large low-
resolution LED screens underneath a walkable plastic surface. This
circumvents the problem of shadows, but no high-resolution im-
agery can be displayed and the interaction area is limited to about
3mx 1.5m.

An interesting approach to shadow minimization in multi-projector
overhead systems is presented in [Nagase et al. 2011]. Shadows
were removed by supplementing the existing image through an ad-
ditional projector. That effectively mitigates the shadow but limits
overall projection brightness to the magnitude that any one projec-
tor can achieve. In addition, the algorithm requires prior geometri-
cal information and continuous tracking updates about the shadow-
casting object.

CAVE [Cruz-Neira et al. 1993] and derivative immersive systems
[Sajadi and Majumder 2012] are popular for medium-scale inter-
active spaces. Usually, these systems are limited in size and are

used for 3D visualization purposes rather than interactive, educa-
tional experiences. Although larger CAVE environment can reach
the size of our interaction space, they are hard to transport and the
cost of installation makes these systems not easily available.

Commercial systems from Snibbe Interactive [Snibbe and Raffle
2009] and GestureTek [GestureTek 2012] allow the building of
large-scale mixed-reality environments. Both companies make use
of the users’ shadows as innovative interaction element, but the ap-
proach seriously hinders visualization of objects in the users’ vicin-

ity.

An early precursor of the proposed system is presented in [Lindgren
and Moshell 2011]. The interaction area was limited to about 3 m
x 2m and there was no overlap between projectors. In addition,

the tracking implementation employed a single head-mounted prop,
thus limiting the movements of the users.

3 System Overview

The system proposed herein is shown in Figure 1. Multiple pro-
jectors are used to illuminate a large area in an overlapping con-
figuration that eliminates shadows while a combination of distance
measurement sensors is used to facilitate interaction in the space.
In specific, four projectors illuminate a large rectangular floor area
measuring 9m x 3m (30" x 10') that can be used to deliver scenario-
specific content, while a fifth projector illuminates a wall to display
statistics and performance-related metrics to the user. The large
scale of the installation allows human scale movements and encour-
ages active engagements by the users (see requirement for human



scale). Two webcams are mounted between the projectors to assist
in the alignment process.

A SICK LMS-111 laser scanner positioned at the far-end of the
floor area is used to track a user in the immersive space. In addition,
a Microsoft Kinect is rigidly mounted above the laser scanner and
provides accurate user and limb tracking within a section of the
interactive area.

Multiple speakers are mounted above the interaction surface and
provide a rich auditory feedback.

4 Multi-Projector Blending Minimizing Shad-
ows

An intrinsic feature of every overhead projection is the occurrence
of shadowing due to partial occlusion by the user. This has implica-
tions for the user’s feeling of immersion, one of the initial require-
ments, as any visual artifacts potentially incur a break in presence
for the subject.

The decision to employ overhead projection is usually made for
cost-conscious reasons. One other alternative for large floor inter-
action surfaces is the use of walkable platforms that incorporate
under-floor projectors. The necessities of platform stability and
floor transparency increase the price point of this kind of system
considerably.

Since the projectors in our system are ceiling-mounted, shadows
cast by the users could pose a problem in this mixed reality envi-
ronment. Shadows can potentially degrade or completely hide the
projected imagery, thus decreasing the level of immersion. Our so-
lution ensures that each floor area is covered by multiple projectors
that are mounted in complementary positions and angles. Essen-
tially, an image is projected by one projector onto the shadow of
the user that is cast on the floor by another projector. This allows
the user to still clearly observe all elements of the floor-projection,
albeit at reduced brightness in the shadowed areas.

No attempt is made to actively remove the shadows, because any
such technique would have to reduce the projection brightness in
other areas. Since we expect that most of the users’ movements
occur along the long axis of the interaction area, their shadows will
appear perpendicular to their motion vector. The darkened area will
thus only be perceived through peripheral vision, minimizing the
impact on the feeling of immersion. During the deployment of the
sample implementation described in Section 7 our design assump-
tions were confirmed, as none of the users expressed a dissatisfac-
tion with the appearance of the areas with reduced brightness.

Because multiple projectors cover the same area, an increased sur-
face brightness can be achieved. This allows the use of lower-cost
projectors while maintaining acceptable brightness levels.

4.1 Projector Alignment

Since the projectors have a high percentage of overlap, an accurate
alignment of the projected imagery is important to further the goal
of user immersion. The procedure presented here is based on the
work of [Chen et al. 2002]. Similar methods can also be found in
[Raskar et al. 1999; Raskar et al. 2002] and [Cotting et al. 2011].

The following assumptions can be made about the system. The
projection surface is reasonably flat and can thus be considered an
idealized plane. All the cameras are assumed to be internally cal-
ibrated, so they can be treated as pinhole cameras. The projectors
are considered to be following the pinhole model as well. Note that
the external position of the cameras is irrelevant for the alignment

process, as long as each camera’s viewing frustum covers about half
of the space.

Under these conditions, each transformation between points in
camera-, projector- and screen-space can be described by a planar
homography H [Hartley and Zisserman 2003]:
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Figure 2: A four projector setup with mutually overlapping pro-
Jector pairs. Also shown are the conceptual homographies Hpp,
lep?n and Hp3p4-

There are two types of homographies that are significant: ones that
transform points from projector pixel space to camera space and
others that directly translate between projector pairs. The former
will be denoted by H,,;., where i is replaced with the currently con-
sidered projector. These homographies can be directly estimated
from image correspondences. The latter type of homography will
be derived from the projector-camera ones and is written as H;;
where i and j are two distinct projectors.

The basic idea of our algorithm is that several horizontal and ver-
tical calibration line patterns will be displayed by each projector
separately. Webcams mounted in the ceiling record an image of
the projected patterns on the floor. The lines can be extracted from
these frames through dynamic thresholding. A connected compo-
nent analysis is used to reject noisy outliers and extract the domi-
nant lines in the image. Finding a linear least-squares approxima-
tion of these components yields lines whose horizontal and verti-
cal intersection points establish correspondences between projec-
tors and the camera. Based on at least 4 point correspondences, a
homography can be calculated. We use the Gold Standard estima-
tion method described in [Hartley and Zisserman 2003] that com-
bines a linear estimation step with a RANSAC outlier rejection and
a final non-linear refinement. To improve the robustness of the esti-
mation, we typically use in the order of 100 - 200 correspondences.

One projector-camera homography is calculated for each projector,
but the ultimate goal of the calibration procedure is to find a map-
ping between the different projector coordinates. As an example
take the homographies H,;. and H. for projectors 1 and 2. The
derived homography that relates projector 1 and projector 2 can be
found by simple algebraic concatenation:

Hpipo = H;zlc Hpie (2)

Similarly, homographies between arbitrary projector pairs can be
calculated as long as a transformation between them exists in the
transitive homography tree [Chen et al. 2002].



In our application, we use the described method to calibrate a 4-
projector system. The approximate projection areas and specific
homographies are indicated in Figure 2.

The whole alignment procedure is automated and is completed in
less than one minute. With the calculated homographies, the scene
can be rendered once and post-processed by a specialized vertex
shader for each projector output. Since the homography transfor-
mation is a linear operation, it can be implemented with minimal
overhead on the GPU, thus leaving enough computing resources
for the rest of the application.

4.2 Projector Synchronization

When the number of projectors increases, the question arises how
a graphics input can be provided to all of them simultaneously. In
most cases, a synchronization mechanism has to be implemented
to ensure image coherence in frame rate and appearance. Differ-
ent commercial solutions exist (e.g. Mersive, Coolux) that allow a
multi-computer rendering synchronization.

In this application, it was decided to drive all projectors through
one computer to minimize the hardware requirements. For the pre-
sented 4-projector solution, this was achieved by subdividing the
rendered image into quadrants. Each quadrant represents the input
to one projector and the respective rendering step accounts for the
necessary transformation to ensure projector alignment (see section
4.1). This single rendered image is then split into 4 external Dido
LT ™ video wall processors by Aurora Multimedia. Each module
crops one quadrant and resizes it to the attached projector’s native
resolution. At a minimal loss of resolution, one graphics output can
thus feed imagery to 4 projectors simultaneously.

5 Hybrid User Tracking

Traditionally, tracking in mixed reality spaces is accomplished us-
ing props such as retro-reflective markers, and viewed by an array
of infrared cameras. The use of such props in a fully immersive
mixed reality experience can limit the range of motion and place
restrictions on the movement of users engaged in the experience.
Non-intrusive technology is therefore employed for user tracking
in the proposed system: a laser scanner and a Microsoft Kinect.
Although the two sensors have different characteristics, they com-
plement each other in the returned modalities.

In addition to not requiring any props, our proposed system al-
lows user tracking in the whole interaction area and requires no
pre-training for different users. This aides the goal of an intuitive
user interface and fulfills another one of our requirements. Depend-
ing on the requirements of the simulation, the calculation of other
modalities like user velocity or movement vector might be required.
This section will detail how a high fidelity in user position and ve-
locity estimation can be achieved by combining multiple sensors
and fusing their measurements.

The used SICK LMS-111 laser scanner has a 270° field of view,
and a maximum ranging distance of nearly 15m. This ensures full
coverage of our interaction area with arbitrary sensor placement.
The 2D laser has a scanning frequency of 50 Hz at an angular reso-
lution of 0.5° and returns a point cloud of data points in its field of
view.

The Microsoft Kinect returns a 3D depth and aligned color image.
Its maximum depth range is 4.5 meters, although noise levels in-
crease proportionally with depth as well. Because of its limited 58°
horizontal opening angle, its effective tracking area in our system
is limited to approximately 2.5 m x 3m. One of the strengths of the
Kinect is the richness of its returned information. Besides the raw

depth image, users in the sensor’s field-of-view are segmented re-
liably and abstract skeleton information (positions and orientations
of several predetermined body points, e.g. head, shoulder, wrist) is
extracted at a high rate. Data from both the Kinect and the laser sen-
sor were analyzed with respect to the band of noise they produced
when estimating velocities. In essence, this is a representation of
how smooth the velocity estimation curve from each of the sensors
is.
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Figure 3: Noise profile of the velocities from the laser scanner re-
veals a band whose magnitude increases with velocity.

It was found that the Kinect performs particularly well when es-
timating velocity (both magnitude and direction), but is limited in
its range. The laser scanner, allows estimates of velocity to be ob-
tained over the entire area, but has a reduced accuracy owing to the
processing of point-cloud data. From Figure 3 and 4, it is evident
that the noise profile of the Kinect has a much narrower band (mag-
nitude of approximately 0.2) compared to that of the laser scanner
(magnitude (jitter) ranging from 0.2 to 0.6). The Kinect is therefore
better suited to get accurate velocity estimates (both magnitude and
direction) while the laser scanner is used for position estimates in
the area.
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Figure 4: The noise profile of the velocities from the Kinect shows
a lot less variation in magnitude (jitter).



5.1 User Extraction
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Figure 5: Overview of processing steps for user position and ve-
locity tracking.

When the system is first launched, a series of calibration algorithms
are used to ensure that all projector images are aligned during every
rendered frame and the user’s movements are accurately mapped in
the simulation. This is a one-step process and does not need to be
repeated unless the physical setup is disturbed.

The K-Means clustering algorithm is used to group the point cloud
data from the laser scanner, following which the cluster that is most
central to the laser scanner is passed onto the next processing block.
A moving average filter is then implemented on the mean of the
point cloud subset that was passed into this processing block. Com-
bined with a tracking solution, this has the potential to be used for
multiple users in the future. The scanner itself is adjusted to be
slightly below shoulder height of a user, since this 2D plane re-
turns the least scattered point cloud. A calibration routine is used
to map the raw polar coordinates of the laser data to image-space
pixel coordinates, so that the user’s position directly corresponds to
the position of the virtual object that she controls.

The Kinect simplifies the extraction of user positions, as humans
are automatically segmented by the device. Their center of mass is
extracted and a moving average filter analogous to the laser scanner
is employed to calculate velocity information.

A graphical overview of the user extraction steps for the two range
sensors is shown in Figure 5. This figure also shows a sensor fusion
module that will be detailed in the following section.

5.2 Sensor Fusion

Owing to the differences in range and noise characteristics of the
Kinect and the laser scanner, using either of them in an indepen-
dent configuration results in performance drawbacks. A better so-
lution is to combine the information obtained from both the sensors
to derive better measurements for use in the mixed reality environ-
ment. The nature of the data obtained from the laser sensor (point
cloud) means that reliably computing the center of gravity of a user
depends on the number of data points acquired. As a person gets
further away from the sensor, the number of obtained data points
decreases naturally, owing to the angular resolution (0.5°) of the
laser scan. In addition, if a person rotates in the play area so that

his shoulders are perpendicular to the scanner, the number of ac-
quired data points drops. This causes subtle variations in estimated
position that may not be very noticeable, but critically affect the
accuracy of the derived velocity vector.

The Kinect on the other hand is free from post-processing steps,
since it directly returns the center of mass from the skeleton of the
user. However, it is incapable of tracking the user outside its 4.5m
range, with noise increasing with depth. This leaves us with a min-
imized area to work with for the immersive experience when solely
relying on the Kinect.

To overcome these problems, we follow an approach based on
Kalman filtering to 'fuse’ the information gathered from both the
sensors and improve our position and velocity estimates over the
entire area. Under the assumption that all state variables are per-
turbed by zero-mean normal-distributed noise, the Kalman filter is
an optimal recursive estimator for the state variables of linear dy-
namical systems:

Xk = AXg 1+ Wk
zx = Hxg + vk

The state vector X = [py, py, vy, vy]" consists of the user’s 2D po-
sition (py, py) and his velocity vector (vy,vy). The state transition
matrix A relates the state estimate from the last time step to a new
(a priori) estimate. For our problem, the matrix A is the identity
matrix with dr replacing elements (1,3) and (2,4) (row-first) of a
4x4 identity matrix.

Here dt denotes the time (in seconds) since the last filter update
and will change dynamically due to the potentially different sensor
update rates.

The process noise can be described by w ~ N(0,Q). Here, w is as-
sumed to be white, zero-mean Gaussian noise with variance matrix
Q =[0.01,0.01,0.05,0.05] I. The high confidence in the process
model that is reflected in Q is justified because at the high update
rate of the sensors the user’s movement can be approximated by the
linearization implicit in A.

In its measurement stage, the Kalman filter will incorporate read-
ings from a sensor and use the comparison to the a priori state es-
timate to calculate a better a posteriori estimate. In our case all
state variables are directly observable (see Section 5.1 and 7) so the
measurement matrix H is simply the identity matrix.

The measurement noise v ~ N (0, R) describes the uncertainty of the
obtained measurements and is usually inherent in the used sensors.
v has similar characteristics to w and its variance R is modeled as
follows:

R = diag (f(py), f(py),&(py),&(py)) ©)

The functions f(py) and g(py) relate the frontal distance of the user
to the expected accuracy of the used sensor. Since these functions
will be different dependent on the used sensor, the matrix R is also
modified dependent on which sensor measurement is currently in-
tegrated in the Kalman Filter.

Although no comprehensive sensor characterization of the LMS
111 laser scanner exists, the closely related model LMS 200 was
thoroughly investigated in [Ye and Borenstein 2002]. For the laser
scanner the functions f(py) and g(p,) take the following form:

F(py) = 0.0036 x py
g(py) = VB f (py) 4)



The Kinect was recently characterized in [Khoshelham and El-
berink 2012] and the following relationship between user depth p,
and error variance was found:

f(py) =0.00285 x p;
g(py) = V(K)f(l’y) ()

Both v(K) and v(%) are constants that are application-dependent and
should be determined heuristically.

We decided to implement two separate Kalman filters, one for the
Kinect’s data and one for the laser scanner data. Through our ex-
periments, we found the tracking accuracy of the Kinect to be more
than adequate if the user is closer than 4m to the sensor. Conversely,
the laser scanner is the only sensor that can resolve the user’s posi-
tion past 5m distance.

Denote with xI) and xK) the current state estimates of the laser
scanner and Kinect Kalman filters, respectively.

The combined state estimate can then be composed of a linear com-
bination of these filter outputs:

x=oax® 4+ B x(K) 6)

Here o and B determine the relative weighting of the Kinect ver-
sus the laser scanner and the functions ensure a smooth transition
when the Kinect reaches its measurement limits. The functions are
defined as complementary logistic functions:

1
1+exp(—s(py—4))
B(py) = —a(py) +1 @)

apy) =

The Kinect Kalman filter will be heavily favored up to about a range
of 4 m, whereas the laser scanner will gradually receive a higher
weight with increasing measurement distance. The variable s deter-
mines how quickly the transition between the Kalman filters occurs.

With this system in place, the user position and velocity can be
tracked reliably throughout the whole interaction area. The recur-
sive nature of the Kalman filter allows for the sensor fusion algo-
rithm to run on-line while the system is operating.

6 Results

In this section we present the performance of user tracking with the
developed sensor fusion approach.

Section 5 quantified some of the noise characteristics of the Kinect
and the laser scanner and developed a sensor fusion solution to han-
dle the integration of both modalities into one tracking framework.
In this subsection, we would like to present experimental results
that confirm that our sensor fusion algorithm provides better po-
sitional as well as velocity estimation compared to what any one
sensor can achieve.

For the velocity calculations in the user extraction stage, we chose
a moving window size of 12 samples for both sensors. The slope
value in Equation (7) is initialized with s = 10 to provide a quick
transition between the sensor modalities when the Kinect reaches
its detection limit. The velocity variance multipliers in Equation (4)
and (5) are set to v(&) = 1000.0 and v(K) = 5.0. The high value for

v(L) is owed to the fact that the noise characteristics of the laser-

based velocity estimation are inferior to the Kinect.

For experimental validation we recorded the movements of a user
in the interaction area. Movement speeds and patterns varied con-
siderable in the data set. Under these conditions, Figure 6 shows
some snapshots of the tracking performance for the laser scanner,
the Kinect, and our sensor fusion solution. Figure 6(a) displays a
spatial plot of the area where the Kinect loses tracking (on the y-
axis between 4 and 4.5m). When the user approaches this area,
the tracking relies mostly on the Kinect Kalman filter, but when the
Kinect performance degrades, the sensor fusion algorithm smoothly
integrates the laser scanner state estimation. Notice the continu-
ous “Fused Sensor Data” plot, while the dashed Kinect data shows
significant outliers. This behavior leaves the user unaware of the
switching of sensor modalities and does not degrade the quality of
the interface.

Figures 6(b) and (c) show plots of the estimated velocity magni-
tudes. Similarly to the position data, the Kinect estimation stops at
about 8.5 s, but the sensor fusion module achieves a smooth han-
dover to the Kalman filter for the laser scanner. Subsequent veloc-
ity estimates are based purely on laser tracking data, but still show
superior noise characteristics compared to the unprocessed laser ve-
locity shown with a dash-dotted line.

The Kinect is reacquired after 19 s and quickly dominates the ve-
locity estimates.

7 Sample Implementation

We believe that the MR configuration described above has the po-
tential to deliver potent learning experiences for a wide range of
content areas. In our first implementation, which we call ME-
teor, we focused on planetary astronomy and a few select princi-
ples of physics typically introduced to students in middle school.
Rather than having learners experience these principles as external
observers - as they are typically taught in school - we created a
simulation that allowed the child to become part of the planetary
system and gave them an insider’s perspective on their operation.
Specifically, the participant was assigned the role of an asteroid.
The participant’s job was to launch the asteroid such that it hit a
target or achieved some other objective such as getting into a stable
orbit around a planet.

The metaphor of participant-as-asteroid was established at the out-
set of the game experience with instructions to “become the aster-
0id”. When the user steps onto the asteroid at the center of the inter-
active platform there is an electrifying visual and audio effect that
signals the transformation. For the rest of the simulation game the
asteroid either followed the participant’s movements (pre-launch)
or the participant was expected to predict the movement of the as-
teroid as it interacted with planets and other celestial objects (post-
launch). The metaphor was reinforced with a scoring system that
rewarded users who stayed with their asteroid as it curved around
a planet or orbited at varying speeds. Both real-time feedback in
the form of color indicators and after-action review in the form of
graphs displayed via a wall projection were used to improve the
users’ performance across multiple trials. The overall objective was
for the users to develop intuitions about how things move in space
by using their bodies to enact these trajectories, and to make con-
nections between these intuitions and the formal tools (e.g., graphs)
that are typically used to scientifically represent this movement.

The launched asteroid is imparted with the velocity of the user in
the launch zone. To achieve this, a moving average filter is used to
compute the instantaneous velocity of the user at every time instant.
The launch zone can be thought of as a rectangular constraint in the
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Figure 6: Estimation performance of the presented sensor fusion system for user position in (a) and velocity magnitude in (b) and (c).
The sensor fusion system successfully mediates multiple transitions from Kinect to laser scanner tracking. Compared to the single sensor
solutions, it also provides superior noise characteristics for the velocity magnitude estimation. Please refer to Section 6 for more details.

field of view of the sensor. Velocity components are used together
with a filtering algorithm to compute a magnitude and direction for
the velocity vector of the asteroid being launched in the play area.
This velocity data from the sensor is then transformed via a map-
ping function into universal coordinates, i.e. the physics engine
uses accurate values of masses, velocities and positions of the plan-
etary objects to evolve the system over time. For instance, a simu-
lated Earth orbit takes exactly 365.25 days for one complete revolu-
tion around the sun. Iterative computation of gravitational influence
between multiple planetary objects is used to determine forces and
accelerations within the system; an inverse function then re-projects
these computed values into image-space to create a physically real-
istic simulated experience of the planetary system on the floor.

We successfully completed a round of testing with approximately
120 middle school students in our lab and the MEteor game is cur-
rently deployed at the Museum of Science and industry in Tampa,
FL where we are able to test learning and immersion in a more au-
thentic informal learning environment.

8 Conclusion and Future Work

In this work, we have described a large-scale mixed reality sys-
tem for use in educational simulations through a paradigm called
’metaphor-based learning’. The development of the prototype was
guided by five design principles for an embodied learning environ-
ment that were detailed in Section 1. Subsequently, the system itself
was deployed at the Museum of Science and Industry in Tampa to
facilitate learning in an informal environment.

Our unique contributions include:

e Incorporating requirements of embodied learning and whole-
body metaphors into technical design of a mixed reality sys-
tem.

e Using a low-cost projection system to provide a large interac-
tion surface while minimizing shadows in the display area.

e Developing a novel sensor fusion technique of a laser scanner
and a Kinect to exploit multiple sensing modalities.

Multiple Kinects placed strategically may allow the extraction of
skeletal data in the whole interaction area, and coordinate system
transforms between the laser and the Kinect(s) could allow us to

uniquely track an individual’s action in the MR space. We plan
to extend this system to support multiple users by augmenting the
sensor fusion algorithm.
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